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#### Abstract

We consider a one-dimensional steady-state Poisson-Nernst-Planck type model for ionic flow through membrane channels. Improving the classical Poisson-Nernst-Planck models where ion species are treated as point charges, this model includes ionic interaction due to finite sizes of ion species modeled by hard sphere potential from the Density Functional Theory. The resulting problem is a singularly perturbed boundary value problem of an integro-differential system. We examine the problem and investigate the ion size effect on the current-voltage (I-V) relations numerically, focusing on the case where two oppositely charged ion species are involved and only the hard sphere components of the excess chemical potentials are included. Two numerical tasks are conducted. The first one is a numerical approach of solving the boundary value problem and obtaining I-V curves. This is accomplished through a numerical implementation of the analytical strategy introduced by Ji and Liu in [Poisson-Nernst-Planck systems for ion flow with density functional theory for hard-sphere potential: I-V relations and critical potentials. Part I: Analysis, submitted]. The second task is to numerically detect two critical potential values $V_{c}$ and $V^{c}$. The existence of these two critical values is first realized for a relatively simple setting and analytical approximations of $V_{c}$ and $V^{c}$ are obtained in the above mentioned reference. We propose an algorithm for numerical detection of $V_{c}$ and $V^{c}$ without using any analytical formulas but based on the defining properties and numerical I-V curves directly. For the setting in the above mentioned reference, our numerical values for $V_{c}$ and $V^{c}$ agree well with the analytical predictions. For a setting including a nonzero permanent charge in which case no analytic formula for the I-V relation is available now, our algorithms can still be applied to find $V_{c}$ and $V^{c}$ numerically.
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1. Introduction. We numerically examine singularly perturbed boundary value problems of an integro-differential system - a one-dimensional steady-state Poisson-Nernst-Planck (PNP) type model for ionic flow through membrane channels. Fundamental models for electrodiffusion process of charged particles are the Langevin-Poisson system at the molecular scale (see, for example, $[2,7,8,12,37,47,49,56,57,61]$ ) and the Maxwell-Boltzmann equation for continuum versions (see, for example, $[4,36,37,56,66]$ ). Analysis as well as numerics on these models are very challenging. PNP type systems are a well-accepted class of reduced models in a wide range of physical problems of biological units ( $[3,9,11,14,27,28,29,36,37$, $56,57]$, etc.). They can be derived from the Langevin systems and the Maxwell-Boltzmann equation (see [4, 61]) and from the energetic variational analysis EnVarA (see [16, 17, 34, 35]).

The simplest PNP type model is the classical Poisson-Nernst-Planck (cPNP) systems for which only the ideal component of the electrochemical potential is included. To a great extent, the cPNP system has been simulated (see, e.g., $[9,10,11,13,15,29,31,32,33,37,42,48,60]$ ) and analyzed (see, e.g., $[1,5,6,18,22,43,44,45,50,58,59,62,63,64,65]$ ). The basic assumption in the derivation of cPNP systems is a "dilute" assumption so that one can treat ions as point-charges. In particular, cPNP systems treat ions with the equal valences essentially the same except it associates different diffusion coefficients to ions species with different ion sizes. Clearly, this over-simplification of cPNP systems could be a serious defect for modeling in many biological situations; for example, both Na (sodium) and K (potassium)

[^0]ions have the same valence $(+1)$ but they have significantly different biological properties due mainly to their different sizes. ${ }^{1}$

To take into considerations of ion sizes, one needs to include the excess (beyond the ideal) chemical potential in the model. The PNP system combined with Density Functional Theory (DFT) for hard sphere potentials of ion species serves the purpose for this consideration and has been investigated computationally with great improvements ([23, 24, 25, 26, 29, 39, 41], etc.). All these computations, however, lack sufficiently analytical supports. In a recent work [38], the authors analyzed a one-dimensional version of PNP-DFT system in a simple setting; they considered the case where two oppositely charged ions are involved, the permanent charge can be ignored and only the hard sphere component of the excess chemical potential is included beyond the ideal potential. The model, viewed as a singularly perturbed boundary value problem of an integro-differential system, was analyzed by a combination of geometric singular perturbation theory and functional analysis. They established the existence result for small ion sizes and, treating the sizes as small parameters, derived an approximation of the current-voltage (I-V) relation. The approximation result allowed them to make the following finding: there is a critical potential value $V_{c}$ so that, if $V>V_{c}$, then the ion size enhances the current; if $V<V_{c}$, it reduces the current; There is another critical potential value $V^{c}$ so that, if $V>V^{c}$, the current is increasing with respect to $\lambda=r_{2} / r_{1}$ where $r_{1}$ and $r_{2}$ are, respectively, the radii of the positively and negatively charged ions; if $V<V^{c}$, the current is decreasing in $\lambda$.

In this paper, we perform numerical study of the one-dimensional version of PNP-DFT system in a more general setting than that in [38] to include non-trivial permanent charges. Two numerical tasks are conducted. The first one is a numerical approach for solving the boundary value problem and obtaining I-V curves. This is accomplished through a numerical implementation of the analytical strategy introduced in [38]. The second task is to numerically detect two critical potential values $V_{c}$ and $V^{c}$ that are defined slightly general than those in [38]. Without analytical formulas for general situations, we propose an algorithm for numerical detection of $V_{c}$ and $V^{c}$ without using any analytical formulas but based on the defining properties and numerical I-V curves directly. For the setting used in [38], we apply our algorithm to obtain numerical values for $V_{c}$ and $V^{c}$ and the values agree well with the analytical predictions. For a setting including a nonzero permanent charge in which case no analytic formula for the I-V relation is available now, we can still apply the algorithm and find $V_{c}$ and $V^{c}$ numerically.

We remark that our numerical study in this paper is oriented by the two tasks described above. The numerical aspect is nontrivial due to the singular and nonlocal natures of the boundary value problem. On the other hand, it is not as challenging as it could be for the following reasons:

1. We are working on a one-dimensional version PNP-DFT model that is much simpler than a three-dimensional one. The excess chemical potential considered here only includes the hard sphere component.
2. For the setting in [38] without permanent charges, the analytical strategy reduces the boundary value problem to a fixed point problem and the corresponding mapping is a contraction mapping for small ion sizes. For this case, we are able to implement the analytical strategy to reduce our numerical problem to a numerical fixed point iteration. Also, the analytical zeroth order approximation of the true solution helps for a choice of a good initial guess for our numerical iteration.
The rest of the paper is organized as follows. In Section 2, we briefly set up the onedimensional PNP-DFT model for ionic flows and recall the analytic results from [38]. In Section 3, we discuss our numerical strategy for solving the model problem in detail. In Section 4, we introduce two critical potentials generalizing those defined in [38] and propose an algorithm for numerical detections of the critical potentials. In Section 5, we present a

[^1]number of case studies to demonstrate the application of our algorithm. A conclusion remark is given in Section 6.
2. Models and two critical potentials. In this section, we briefly recall the model of Poisson-Nernst-Planck (PNP) systems with hard sphere (HS) potentials for ion sizes and the main result in [38] on ion size effects to I-V relations.

The one-dimensional steady-state PNP type model for ionic flow is

$$
\begin{align*}
& -\frac{1}{h(x)} \frac{d}{d x}\left(\varepsilon_{r}(x) \varepsilon_{0} h(x) \frac{d \phi}{d x}\right)=e\left(\sum_{j=1}^{n} z_{j} c_{j}(x)+Q(x)\right)  \tag{2.1}\\
& -J_{i}=\frac{1}{k T} D_{i}(x) h(x) c_{i}(x) \frac{d \mu_{i}}{d x}, \quad \frac{d J_{i}}{d x}=0, \quad i=1,2, \cdots, n
\end{align*}
$$

on $x \in(0,1)$ with the boundary conditions

$$
\begin{equation*}
\phi(0)=V, c_{i}(0)=L_{i} ; \quad \phi(1)=0, c_{i}(1)=R_{i} \tag{2.2}
\end{equation*}
$$

where $e$ is the elementary charge, $k$ the Boltzmann constant, $T$ the absolute temperature; $\phi$ is the electric potential, $Q(x)$ the permanent charge of the channel, $\varepsilon_{r}(x)$ the dielectric constant (relative permittivity), $\varepsilon_{0}$ the vacuum permittivity, $n$ the number of distinct ion species; for the $i$ th ion species, $c_{i}$ is the concentration, $z_{i}$ the valence (the number of charges per particle), $\mu_{i}$ the electrochemical potential, $J_{i}$ the flux density, and $D_{i}(x)$ the diffusion coefficient; $h(x)$ represents the cross-section area of the channel over the point $x$. For more details, see, for example, $[29,38,48]$.

Through out the paper, we will assume the electroneutrality conditions at the boundaries

$$
\begin{equation*}
\sum_{j=1}^{n} z_{j} L_{j}=\sum_{j=1}^{n} z_{j} R_{j}=0 \tag{2.3}
\end{equation*}
$$

For fixed $L_{i}$ 's and $R_{i}$ 's, a solution $\left(\phi, c_{i}, J_{i}\right)$ of (2.1) and (2.2) depends on $V$ and the so-called I-V (current-voltage) relation is

$$
\begin{equation*}
I(V)=\sum_{j=1}^{n} z_{j} e J_{j}\left(V ; L_{i}, R_{i}\right) \tag{2.4}
\end{equation*}
$$

The electrochemical potential $\mu_{i}$ for the $i$ th ion species consists of the concentrationindependent component $\mu_{i}^{0}(x)$ (e.g. a hard-well potential), the ideal component $\mu_{i}^{i d}(x)$, and the excess component $\mu_{i}^{e x}(x)$ :

$$
\mu_{i}(x)=\mu_{i}^{0}(x)+\mu_{i}^{i d}(x)+\mu_{i}^{e x}(x)
$$

where

$$
\begin{equation*}
\mu_{i}^{i d}(x)=z_{i} e \phi(x)+k T \ln \frac{c_{i}(x)}{c_{0}} \tag{2.5}
\end{equation*}
$$

with some characteristic number density $c_{0}$. The excess chemical potential $\mu_{i}^{e x}(x)$ to account for the finite size effect of charges consists of two components: the hard-sphere component $\mu_{i}^{H S}$ and the electrostatic component $\mu_{i}^{E S}([54,55])$; that is,

$$
\mu_{i}^{e x}=\mu_{i}^{H S}+\mu_{i}^{E S}
$$

The Density Functional Theory (DFT) ([19, 20], etc.) states that $\mu_{i}^{e x}(x)$ is actually a functional of the concentrations, $\left\{c_{j}(x)\right\}$. But no exact formula for the functional dependence is available in general.

For one-dimensional hard-sphere potential $\mu_{i}^{H S}$ with two ion species, one has ([21, 51, 52, 53, 54, 55])

$$
\begin{equation*}
\mu_{i}^{H S}=k T \frac{\delta \Omega\left(\left\{c_{j}\right\}\right)}{\delta c_{i}} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{align*}
\Omega\left(\left\{c_{j}\right\}\right) & =-\int n_{0}\left(x ; c_{1}, c_{2}\right) \ln \left(1-n_{1}\left(x ; c_{1}, c_{2}\right)\right) d x \\
n_{l}\left(x ; c_{1}, c_{2}\right) & =\sum_{j=1}^{2} \int c_{j}\left(x^{\prime}\right) \omega_{l}^{j}\left(x-x^{\prime}\right) d x^{\prime}, \quad(l=0,1)  \tag{2.7}\\
\omega_{0}^{j}(x) & =\frac{\delta\left(x-r_{j}\right)+\delta\left(x+r_{j}\right)}{2}, \quad \omega_{1}^{j}(x)=\Theta\left(r_{j}-|x|\right),
\end{align*}
$$

where $\delta$ is the Dirac delta function, $\Theta$ is the Heaviside function with $\Theta(x)=0$ for $x<0$ and $\Theta(x)=1$ for $x \geq 0$, and $r_{j}$ is the radius of the $j$ th ion species.

In [38], the authors considered only the hard-sphere component $\mu_{i}^{H S}$ of $\mu_{i}^{e x}$ with two ion species $(n=2)$ of opposite charges $\left(z_{1}>0\right.$ and $\left.z_{2}<0\right)$ and $Q=0$. The authors assumed that $\varepsilon_{r}(x)=\varepsilon_{r}$ and $D_{j}(x)=D_{j}$ 's are constants. Based on a combination of geometric singular perturbation analysis and functional analysis, the existence and uniqueness result for the boundary value problem (BVP) (2.1)-(2.2) is established. Assuming further that $h(x)=1$, an approximation of I-V relation in $r=r_{1}$ is also obtained:

$$
I(V ; \varepsilon, r):=z_{1} e J_{1}+z_{2} e J_{2}=I_{0}(V ; \varepsilon)+I_{1}(V ; \varepsilon) r+o(r)
$$

where

$$
\varepsilon^{2}=\frac{\varepsilon_{r} \varepsilon_{0} k T}{e^{2}}
$$

and

$$
\begin{aligned}
I_{0}(V ; 0)= & e\left(D_{1}-D_{2}\right)(L-R)+\frac{e^{2}\left(z_{1} D_{1}-z_{2} D_{2}\right)}{k T} f_{0}(L, R) V \\
I_{1}(V ; 0)= & \frac{2 e(L-R)}{z_{1} z_{2}}\left[(\lambda-1)\left(z_{1} D_{1}-z_{2} D_{2}\right) f_{0}(L, R)-\left(z_{1} \lambda-z_{2}\right)\left(D_{1}-D_{2}\right)(L+R)\right] \\
& -\frac{2 e^{2}\left(z_{1} \lambda-z_{2}\right)\left(z_{1} D_{1}-z_{2} D_{2}\right)}{z_{1} z_{2} k T} f_{1}(L, R) V
\end{aligned}
$$

with $\lambda=r_{2} / r_{1}, L=z_{1} L_{1}=-z_{2} L_{2}>0, R=z_{1} R_{1}=-z_{2} R_{2}>0$,

$$
f_{0}(L, R)=\frac{L-R}{\ln L-\ln R}, \quad f_{1}(L, R)=\frac{\left(L^{2}-R^{2}\right)(\ln L-\ln R)-2(L-R)^{2}}{(\ln L-\ln R)^{2}}
$$

This explicit approximation allows the authors of [38] to realize the existence of two critical potential values $V_{c}$ and $V^{c}$ defined, respectively, by

$$
\begin{equation*}
I_{1}\left(V_{c} ; 0\right)=0, \quad \frac{d}{d \lambda} I_{1}\left(V^{c} ; 0\right)=0 \tag{2.8}
\end{equation*}
$$

They are given, in this setting, by

$$
\begin{align*}
V_{c} & =\frac{k T}{e}\left((\lambda-1) \frac{(L-R) f_{0}(L, R)}{\left(z_{1} \lambda-z_{2}\right) f_{1}(L, R)}-\frac{\left(D_{1}-D_{2}\right)\left(L^{2}-R^{2}\right)}{\left(z_{1} D_{1}-z_{2} D_{2}\right) f_{1}(L, R)}\right)  \tag{2.9}\\
V^{c} & =\frac{k T}{e}\left(\frac{(L-R) f_{0}(L, R)}{z_{1} f_{1}(L, R)}-\frac{\left(D_{1}-D_{2}\right)\left(L^{2}-R^{2}\right)}{\left(z_{1} D_{1}-z_{2} D_{2}\right) f_{1}(L, R)}\right)
\end{align*}
$$

The importance of $V_{c}$ and $V^{c}$ is evident and we summarize the result from [38] here.
Theorem 2.1. Let $V_{c}$ and $V^{c}$ be defined by (2.8).
(i) If $V>V_{c}$, then for $\varepsilon>0$ small and $r>0$ small, the ion sizes enhance the current $I$; that is, $I(V ; \varepsilon, r)>I(V ; \varepsilon, 0)$;
If $V<V_{c}$, then for $\varepsilon>0$ small and $r>0$ small, the ion sizes reduce the current $I$; that is, $I(V ; \varepsilon, r)<I(V ; \varepsilon, 0)$;
(ii) If $V>V^{c}$, then for $\varepsilon>0$ small and $r>0$ small, the larger the negatively charged ion the larger the current $I$; that is, the current $I$ is increasing in $\lambda$;
If $V<V^{c}$, then for $\varepsilon>0$ small and $r>0$ small, the smaller the negatively charged ion the larger the current $I$; that is, the current $I$ is decreasing in $\lambda$.
3. Numerical solution of the BVP (2.1)-(2.2). Motivated by the work in [38] and with a longterm goal of understanding effects of various parameters (such as ion sizes, permanent charges, boundary conditions, etc.) on I-V relations of membrane channels, we examine the effect of ion sizes on the I-V relation based on numerical solutions of the BVP (2.1)-(2.2). We will conduct two numerical tasks.

Task 1. We will develop a numerical approach to obtain the numerical solution of the BVP (2.1)-(2.2) and, as a result, obtain numerical I-V curves.

Task 2. Based on numerical I-V curves and the defining properties of $V_{c}$ and $V^{c}$ (NOT the analytical formulas (2.9)), we will propose an algorithm for detecting $V_{c}$ and $V^{c}$ numerically and test the algorithm for two cases:
(a) for $Q=0$ that allows us to make a comparison between the analytical predications in [38] and our numerical results;
(b) for a piece-wise constant $Q \neq 0$ where no analytical formulas for $V_{c}$ and $V^{c}$ are currently available.
In this section, we will carry out the first task. Task 2 is a critical component for the relevance of our mathematical studies of the PNP type models to ion channel properties and will be carried out in Section 4.

To this end, we recall the dimensionless form of (2.1)-(2.2) made in [38]. Assume the relative permittivity $\varepsilon_{r}(x)=\varepsilon_{r}$ and the diffusion coefficient $D_{i}(x)=D_{i}$ are constants and $h(x)=1$. Substituting the expression (2.5) for $\mu_{i}^{i d}(x)$, the expression (2.6) for $\mu_{i}^{H S}(x)$, and making the dimensionless re-scaling,

$$
\begin{equation*}
\bar{\phi}=\frac{e}{k T} \phi, \quad \bar{V}=\frac{e}{k T} V, \quad \varepsilon^{2}=\frac{\varepsilon_{r} \varepsilon_{0} k T}{e^{2}}, \quad \bar{J}_{i}=\frac{J_{i}}{D_{i}} \tag{3.1}
\end{equation*}
$$

we get the following one-dimensional steady-state PNP-DFT system for two ion species with valences $\alpha=z_{1}>0$ and $-\beta=z_{2}<0$ :

$$
\begin{align*}
& \varepsilon^{2} \frac{d^{2} \bar{\phi}}{d x^{2}}=-\left(\alpha c_{1}-\beta c_{2}+Q(x)\right), \quad \frac{d \bar{J}_{i}}{d x}=0 \\
& \frac{d c_{1}}{d x}+\alpha c_{1} \frac{d \bar{\phi}}{d x}+\frac{c_{1}(x)}{k T} \frac{d}{d x} \mu_{1}^{H S}(x)=-\bar{J}_{1}  \tag{3.2}\\
& \frac{d c_{2}}{d x}-\beta c_{2} \frac{d \bar{\phi}}{d x}+\frac{c_{2}(x)}{k T} \frac{d}{d x} \mu_{2}^{H S}(x)=-\bar{J}_{2}
\end{align*}
$$

The boundary conditions are

$$
\begin{equation*}
\bar{\phi}(0)=\bar{V}, \quad c_{i}(0)=L_{i} ; \quad \bar{\phi}(1)=0, \quad c_{i}(1)=R_{i} . \tag{3.3}
\end{equation*}
$$

The following technical result (Lemma 4.2 in [38]) will be used in our numerical simulation. For $x \in[0,1]$,

$$
\begin{align*}
\frac{1}{k T} \frac{d \mu_{1}^{H S}}{d x}(x) & =\frac{c_{1}(x+2 r)+c_{2}(x+(\lambda+1) r)}{1-K_{1}(x)}-\frac{c_{1}(x-2 r)+c_{2}(x-(\lambda+1) r)}{1-K_{2}(x)}  \tag{3.4}\\
\frac{1}{k T} \frac{d \mu_{2}^{H S}}{d x}(x) & =\frac{c_{1}(x+(\lambda+1) r)+c_{2}(x+2 \lambda r)}{1-K_{3}(x)}-\frac{c_{1}(x-(\lambda+1) r)+c_{2}(x-2 \lambda r)}{1-K_{4}(x)}
\end{align*}
$$

where

$$
\begin{align*}
& K_{1}(x)=\int_{x}^{x+2 r} c_{1}(s) d s+\int_{x-(\lambda-1) r}^{x+(\lambda+1) r} c_{2}(s) d s \\
& K_{2}(x)=\int_{x-2 r}^{x} c_{1}(s) d s+\int_{x-(\lambda+1) r}^{x+(\lambda-1) r} c_{2}(s) d s  \tag{3.5}\\
& K_{3}(x)=\int_{x+(\lambda-1) r}^{x+(\lambda+1) r} c_{1}(s) d s+\int_{x}^{x+2 \lambda r} c_{2}(s) d s \\
& K_{4}(x)=\int_{x-(\lambda+1) r}^{x-(\lambda-1) r} c_{1}(s) d s+\int_{x-2 \lambda r}^{x} c_{2}(s) d s
\end{align*}
$$

REMARK 3.1. The definition of $\mu_{i}^{H S}(x)$ for $x \in[0,1]$ requires $\left(c_{1}, c_{2}\right)$ to be defined for $x \in[-\rho, 1+\rho]$ where $\rho=\max \left\{r_{1}+r_{2}, 2 r_{1}, 2 r_{2}\right\}$. (Recall that $r_{1}$ and $r_{2}$ are the radii of the positively and negatively charged ions respectively.) As remarked in [38], the difference between the effects of different extensions is of order $O\left(\rho^{2}\right)$. In the sequel, we will fix an extension for our numerical simulations.
3.1. Numerical strategy for solving problem (3.2)-(3.3). In this part, we present our numerical strategy for Task 1. Note that system (3.2) is an integro-differential system. Our numerical approach is to implement the analytical strategy in [38] that is one of the natural approaches to integro-differential systems.

We begin with a brief summary of the analytical strategy in [38]. For any $\left(G_{1}(x), G_{2}(x)\right) \in$ $\mathcal{C}^{0}\left([0,1], \mathbb{R}^{2}\right)$, introduce the auxiliary problem

$$
\begin{align*}
& \varepsilon^{2} \frac{d^{2} \bar{\phi}}{d x^{2}}=-\left(\alpha c_{1}-\beta c_{2}+Q(x)\right), \quad \frac{d \bar{J}_{i}}{d x}=0 \\
& \frac{d c_{1}}{d x}+\alpha c_{1} \frac{d \bar{\phi}}{d x}+G_{1}(x)=-\bar{J}_{1}  \tag{3.6}\\
& \frac{d c_{2}}{d x}-\beta c_{2} \frac{d \bar{\phi}}{d x}+G_{2}(x)=-\bar{J}_{2}
\end{align*}
$$

with the same boundary conditions in (3.3)

$$
\begin{equation*}
\bar{\phi}(0)=\bar{V}, \quad c_{i}(0)=L_{i} ; \quad \bar{\phi}(1)=0, \quad c_{i}(1)=R_{i} . \tag{3.7}
\end{equation*}
$$

Let $\left(\bar{\phi}(x ; \varepsilon), c_{i}(x ; \varepsilon)\right)$ be the solution of (3.6) and (3.7) and define a mapping

$$
\mathcal{F}: \mathcal{C}^{0}\left([0,1], \mathbb{R}^{2}\right) \rightarrow \mathcal{C}^{1}\left([0,1], \mathbb{R}^{2}\right) \text { by } \mathcal{F}\left(G_{1}, G_{2}\right)(x)=\left(c_{1}(x ; \varepsilon), c_{2}(x ; \varepsilon)\right)
$$

Define the second mapping

$$
\mathcal{G}: \mathcal{C}^{1}\left([0,1], \mathbb{R}^{2}\right) \rightarrow \mathcal{C}^{0}\left([0,1], \mathbb{R}^{2}\right)
$$

by

$$
\mathcal{G}\left(c_{1}, c_{2}\right)(x)=\left(\frac{c_{1}(x)}{k T} \frac{d}{d x} \mu_{1}^{H S}(x), \frac{c_{2}(x)}{k T} \frac{d}{d x} \mu_{2}^{H S}(x)\right)
$$

where $\mu_{i}^{H S}$ are given by the model (2.6) for the given $\left(c_{1}, c_{2}\right)$.
The BVP (3.2) and (3.3) becomes a fixed point problem

$$
\begin{equation*}
\left(G_{1}, G_{2}\right)=\mathcal{H}\left(G_{1}, G_{2}\right) \text { for }\left(G_{1}, G_{2}\right) \in \mathcal{C}^{0}\left([0,1], \mathbb{R}^{2}\right) \tag{3.8}
\end{equation*}
$$

where $\mathcal{H}=(\mathcal{G} \circ \mathcal{F})$. It has been proved in [38, Theorem 5.1] that, for $\varepsilon>0$ small and as $r \rightarrow 0$, the Fréchet derivative $D \mathcal{H}$ of $\mathcal{H}$ is of order $O(r)$. Hence, for $\varepsilon>0$ small and $r$ small, $\mathcal{H}$ is a contraction mapping and it has a unique fixed point.

Our numerical approach, in a simple word, is to solve the above fixed point problem by numerical iterations. Since the mapping $\mathcal{H}$ is not explicit, a numerical approximation $\mathcal{H}_{N}$ of $\mathcal{H}$ cannot be directly constructed. Instead, we will numerically implement the above analytical strategy, that is, we proceed to construct numerical approximations of $\mathcal{F}$ and $\mathcal{G}$ with two subroutines. We now describe the iteration procedure.

Subroutine 1. Given fixed functions $G_{1}^{(0)}(x)$ and $G_{2}^{(0)}(x)$, we numerically solve the BVP (3.6) and (3.7) with $G_{i}(x)=G_{i}^{(0)}(x)$. This auxiliary problem is a BVP of ordinary differential equations (ODEs). We could use standard BVP solvers for ODEs to obtain the numerical solutions $\left(\bar{\phi}^{(0)}, u^{(0)}, c_{1}^{(0)}, c_{2}^{(0)}, \bar{J}_{1}^{(0)}, \bar{J}_{2}^{(0)}\right)$ for $x \in[0,1]$.

Subroutine 2. After an extension of $\left(c_{1}^{(0)}, c_{2}^{(0)}\right)$ to $x \in[-\rho, \rho+1]$, we numerically determine $\left(G_{1}^{(1)}(x), G_{2}^{(1)}(x)\right)$ from

$$
G_{i}^{(1)}(x)=\frac{c_{i}^{(0)}(x)}{k T} \frac{d}{d x} \mu_{i}^{H S}(x)
$$

using (3.4) with $c_{i}(x)=c_{i}^{(0)}(x)$. This completes one numerical iteration:

$$
\begin{equation*}
\left(G_{1}^{(1)}, G_{2}^{(1)}\right)=\mathcal{H}_{N}\left(G_{1}^{(0)}, G_{2}^{(0)}\right) \tag{3.9}
\end{equation*}
$$

The mapping $\mathcal{H}_{N}$ can be viewed as a numerical realization of $\mathcal{H}=\mathcal{G} \circ \mathcal{F}$. Our numerical fixed point iteration method can be formulated as

$$
\begin{equation*}
\left(G_{1}^{(n+1)}, G_{2}^{(n+1)}\right)=\mathcal{H}_{N}\left(G_{1}^{(n)}, G_{2}^{(n)}\right) \tag{3.10}
\end{equation*}
$$

Subroutine 2 is straightforward because of the explicit formula (3.4). The convergence of this numerical fixed point iteration depends on BVP solvers for (3.6)-(3.7) involved in Subroutine 1. In our BVP solvers, we obtain our numerical solutions with the max norm of the absolute difference between two consecutive iterations less than $10^{-6}$. With this requirement, the approximate solutions of our BVPs are close enough to the true solution such that the fixed point problem converges reasonably fast. See Section 3.2 for more details about our BVP solvers. Our numerical experiments reported in Section 5 show that, with the BVP solvers and the initial guess we used, the iterations (3.10) converge quite fast (usually need less than 5 iterations to reduce the $L_{2}$-error to $10^{-6}$ ).

Before we discuss our BVP solvers and the initial guess in more detail below, we would like to briefly compare our work to the one in [41]. The model considered in our present paper is one dimensional and only hard sphere component of the excess chemical potential is included. Much more complicated three dimensional model is considered in [41] and their excess potential includes both the hard sphere and electrostatic components. Although both works uses iteration methods, the problem treated in [41] and the numerical task are much more challenging. We also take the advantage of the analysis in ([38]) in each iteration; more precisely, we calculate the hard sphere potential for $\left(G_{1}, G_{2}\right)$ from formula (3.4) directly instead of (2.6) and (2.7) using the density functions ( $c_{1}$ and $c_{2}$ ) from previous iteration, and $\left(\bar{\phi}, c_{1}, c_{2}\right)$ are then updated together with the BVP solvers for (3.6)-(3.7). For the one dimensional case we consider here, our fixed point iteration converges exponentially if the numerical solutions of the BVP system are accurate enough and $r_{1}$ and $r_{2}$ are small enough, see [38].
3.2. BVP solvers for (3.6)-(3.7) and the initial guess. We use "bvp4c" in Matlab ([40]) as the solver for our auxiliary BVP (3.6) and (3.7). It solves first order systems of ordinary differential equations with two-point boundary conditions of this form:

$$
\left\{\begin{array}{l}
y^{\prime}=f(x, y),  \tag{3.11}\\
g(y(a), y(b))=0 .
\end{array} \quad a<x<b,\right.
$$

Given a mesh partition $a=x_{0}<x_{1}<\cdots<x_{N}=b$, the numerical solution of (3.11) is approximated by a piecewise cubic polynomial function $S(x)$. The approximated solution $S(x)$ satisfies the boundary conditions and it is a cubic Hermite interpolation polynomial for each subinterval $\left[x_{i}, x_{i+1}\right]$.

For $i=0,1,2, \cdots, N-1$, let $y_{i}=S\left(x_{i}\right)$ and let $h_{i}=x_{i+1}-x_{i}$. The $y_{i}$ 's are evaluated by solving the algebraic equations

$$
\begin{equation*}
\Phi(X, Y)=\left(\phi_{0}(X, Y), \phi_{1}(X, Y), \cdots, \phi_{N}(X, Y)\right)=0 \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
X & =\left[x_{0}, x_{1}, \cdots, x_{N}\right]^{T} \\
Y & =\left[y_{0}, y_{1}, \cdots, y_{N}\right]^{T} \\
\phi_{0}(X, Y) & =g\left(y_{0}, y_{N}\right) \\
\phi_{i}(X, Y) & =y_{i}-y_{i-1}-\frac{1}{6} h_{i-1}\left(f_{i-1}+4 f_{i}^{*}+f_{i}\right), \quad i=1,2, \cdots, N
\end{aligned}
$$

and

$$
\begin{aligned}
f_{i} & =f\left(x_{i}, y_{i}\right) \\
f_{i}^{*} & =f\left(\frac{1}{2}\left(x_{i-1}+x_{i}\right), \frac{1}{2}\left(y_{i-1}+y_{i}\right)-\frac{1}{8} h_{i-1}\left(f_{i}-f_{i-1}\right)\right)
\end{aligned}
$$

The algebraic system (3.12) is solved by simplified Newton's method with a weak line search. The global Jacobian $\frac{\partial \Phi}{\partial Y}$ (using finite difference approximation by default) is required and the structure of the Jacobian is important for the linear solver in each Newton's iteration. The residual of $S(x)$ is calculated by $r(x)=S(x)-f(x, S(x))$ and the residual in the boundary conditions is $g(S(a), S(b))$. The adaptive mesh strategy has been used to control the residual in "bvp4c", for details, see [40].

Due to the piecewise cubic approximate solution $S(x)$ given by "bvp4c", we could obtain the $K_{i}$ 's in (3.5) analytically and evaluate $G_{1}^{(n)}(x)$ and $G_{2}^{(n)}(x)$ accurately in each fixed point iteration. Moreover, we could extend the solution to $[-\rho, 1+\rho]$ easily for polynomials. In our numerical experiments, we use a constant extension.

To apply "bvp4c", we first rewrite (3.6) into a system of 1st-order equations as

$$
\begin{align*}
& \varepsilon \frac{d \bar{\phi}}{d x}=\bar{u} \\
& \varepsilon \frac{d \bar{u}}{d x}=-\left(\alpha c_{1}-\beta c_{2}+Q(x)\right), \quad \frac{d \bar{J}_{i}}{d x}=0  \tag{3.13}\\
& \varepsilon \frac{d c_{1}}{d x}+\alpha c_{1} \bar{u}+\varepsilon G_{1}(x)=-\varepsilon \bar{J}_{1} \\
& \varepsilon \frac{d c_{2}}{d x}-\beta c_{2} \bar{u}+\varepsilon G_{2}(x)=-\varepsilon \bar{J}_{2}
\end{align*}
$$

with the same boundary conditions in (3.6).
For a general iteration step, we take the initial guess from the approximate solution of the previous fixed point iteration. At the first iteration, for the case where $Q=0$, we take advantage of the analysis from [38] and choose the initial guess $\left(\bar{\phi}^{(0,0)}, u^{(0,0)}, c_{1}^{(0,0)}, c_{2}^{(0,0)}, \bar{J}_{1}^{(0,0)}, \bar{J}_{2}^{(0,0)}\right)$ as follows.

The leading term for the analytical solution $\left(G_{1}, G_{2}\right)$ is provided in [38, Theorem 6.1]. We take it as our initial guess

$$
\begin{equation*}
G_{1}^{(0)}(x)=n_{1}(L-(L-R) x), \quad G_{2}^{(0)}(x)=n_{2}(L-(L-R) x) \tag{3.14}
\end{equation*}
$$

where

$$
n_{1}=-\frac{2(\alpha(\lambda+1)+2 \beta)(L-R) r}{\alpha^{2} \beta k T}, \quad n_{2}=-\frac{2(2 \alpha \lambda+\beta(\lambda+1))(L-R) r}{\alpha \beta^{2} k T} .
$$

The leading terms for $c_{1}$ and $c_{2}$ are also provided in [38, Proposition 3.4] as

$$
c_{1}^{(0,0)}(x)=\frac{L-(L-R) x+m x(1-x)}{\alpha}, \quad c_{2}^{(0,0)}(x)=\frac{L-(L-R) x+m x(1-x)}{\beta}
$$

where

$$
m=\frac{2(\alpha \lambda+\beta)(L-R)^{2}}{\alpha \beta k T} r .
$$

Using the expressions for $\bar{J}_{1}^{(0,0)}, \bar{J}_{2}^{(0,0)}$ and $\bar{\phi}^{(0,0)}$ in [38], we obtain

$$
\begin{aligned}
\bar{J}_{1}^{(0,0)}= & L_{1}-R_{1}-\frac{\alpha \beta\left(n_{1}+n_{2}\right)\left(L_{1}+R_{1}\right)}{2(\alpha+\beta)} \\
& +\frac{-\alpha m \bar{V}+\frac{\alpha\left(\beta n_{2}-\alpha n_{1}\right)}{\alpha+\beta}\left(\frac{\left(L_{1}-R_{1}\right) s_{1}-L_{1}}{s_{2}-s_{1}} \ln \left|\frac{1-s_{1}}{s_{1}}\right|+\frac{\left(R_{1}-L_{1}\right) s_{2}+L_{1}}{s_{2}-s_{1}} \ln \left|\frac{1-s_{2}}{s_{2}}\right|\right)}{\left(\frac{1}{s_{1}-s_{2}} \ln \left|\frac{1-s_{1}}{s_{1}}\right|+\frac{1}{s_{2}-s_{1}} \ln \left|\frac{1-s_{2}}{s_{2}}\right|\right)}, \\
\bar{J}_{2}^{(0,0)}= & L_{2}-R_{2}-\frac{\alpha^{2}\left(n_{1}+n_{2}\right)\left(L_{1}+R_{1}\right)}{2(\alpha+\beta)} \\
& +\frac{-\alpha m \bar{V}+\frac{\alpha\left(\beta n_{2}-\alpha n_{1}\right)}{\alpha+\beta}\left(\frac{\left(L_{1}-R_{1}\right) s_{1}-L_{1}}{s_{2}-s_{1}} \ln \left|\frac{1-s_{1}}{s_{1}}\right|+\frac{\left(R_{1}-L_{1}\right) s_{2}+L_{1}}{s_{2}-s_{1}} \ln \left|\frac{1-s_{2}}{s_{2}}\right|\right)}{\left(\frac{1}{s_{1}-s_{2}} \ln \left|\frac{1-s_{1}}{s_{1}}\right|+\frac{1}{s_{2}-s_{1}} \ln \left|\frac{1-s_{2}}{s_{2}}\right|\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
\bar{\phi}^{(0,0)}(x)= & \bar{V}-\frac{\beta J_{2}-\alpha J_{1}}{m(\alpha+\beta)}\left(\frac{1}{s_{1}-s_{2}} \ln \left|\frac{x-s_{1}}{s_{1}}\right|+\frac{1}{s_{2}-s_{1}} \ln \left|\frac{x-s_{2}}{s_{2}}\right|\right) \\
& -\frac{\alpha\left(\beta n_{2}-\alpha n_{1}\right)\left(\frac{\alpha\left(\left(L_{1}-R_{1}\right) s_{1}-L_{1}\right) \ln \left|\frac{x-s_{1}}{s_{1}}\right|}{s_{2}-s_{1}}+\frac{\alpha\left(\left(R_{1}-L_{1}\right) s_{2}+L_{1}\right) \ln \left|\frac{x-s_{2}}{s_{2}}\right|}{s_{2}-s_{1}}\right)}{m(\alpha+\beta)} .
\end{aligned}
$$

Here

$$
s_{1}=\frac{m-\alpha\left(L_{1}-R_{1}\right)+\sqrt{\left(m-\alpha\left(L_{1}-R_{1}\right)\right)^{2}+4 m L_{1}}}{2 m}
$$

and

$$
s_{2}=\frac{m-\alpha\left(L_{1}-R_{1}\right)-\sqrt{\left(m-\alpha\left(L_{1}-R_{1}\right)\right)^{2}+4 m L_{1}}}{2 m}
$$

are two roots of the equation $\alpha\left(L_{1}-\left(L_{1}-R_{1}\right) s\right)+m s(1-s)=0$.
At our first fixed point iteration, we take a uniform mesh partition as initial mesh and evaluate the functions $\left(\phi^{(0,0)}, u^{(0,0)}, c_{1}^{(0,0)}, c_{2}^{(0,0)}, \bar{J}_{1}^{(0,0)}, \bar{J}_{2}^{(0,0)}\right)$ at these mesh points as initial guess for "bvp4c". We use the mesh and solution from previous fixed point iteration as our initial mesh and initial guess for late iteration.
4. An algorithm for numerical detections of $V_{c}$ and $V^{c}$. In this section, we will describe our numerical methods for conducting Task 2. For the relatively simple setting in [38], explicit approximation formulas for two critical voltages $V_{c}$ and $V^{c}$ are obtained analytically. For general situations, no relevant analytical result is available at this moment. To be able to take the advantage of numerical I-V curves obtained in Task 1, one needs to design an algorithm that allows numerical detections of these two critical voltages. Our algorithm relies on analytical characterizations of two critical potentials $V_{c}$ and $V^{c}$ based on their defining properties.

Since we focus on the ion size effect on I-V relations, we will treat the radii $r=r_{1}$ and $r_{2}$ (hence $\lambda=r_{2} / r_{1}$ ) as variable parameters, and view $L_{j}$ 's, $R_{j}$ 's, $\varepsilon>0$ small and a piece-wise constant $Q(x)$ as fixed parameters. Thus, we denote the I-V relation by $I=I(V ; \lambda, r)$. For I-V relation corresponding to the classical PNP (ignoring the size effects), we denote it by $I=I_{0}(V)$.

Definition 4.1. A solution $V_{c}$ of

$$
\begin{equation*}
I(V ; \lambda, r)=I_{0}(V) \tag{4.1}
\end{equation*}
$$

will be called a size balance potential. A solution $V^{c}$ of

$$
\begin{equation*}
I_{\lambda}(V ; \lambda, r):=\frac{\partial I}{\partial \lambda}(V ; \lambda, r)=0 \tag{4.2}
\end{equation*}
$$

will be called a relative size effect potential.
For fixed $(\lambda, r)$, the potential $V_{c}$ will depend on the boundary concentrations $L_{i}$ 's, $R_{i}$ 's and the permanent charge $Q$. It is the balance potential under which ion sizes do not have effects on the current. The potential $V^{c}$ is meant to distinguish the magnitudes of effects among different relative ion sizes $\lambda$.

Corollary 4.2. For fixed $(\bar{\lambda}, \bar{r})$, let $\bar{V}_{c}$ be a size balance potential defined by (4.1).
(i) If $I_{V}\left(\bar{V}_{c} ; \bar{\lambda}, \bar{r}\right)>I_{0 V}\left(V_{c}\right)$, then $I(V ; \lambda, r)>I_{0}(V)$ for $V>\bar{V}_{c}$ but close (that is, the ion sizes enhance the current) and $I(V ; \lambda, r)<I_{0}(V)$ for $V<\bar{V}_{c}$ but close (that is, the ion sizes reduce the current).
(ii) If $I_{V}\left(\bar{V}_{c} ; \bar{\lambda}, \bar{r}\right)<I_{0 V}\left(V_{c}\right)$, then $I(V ; \lambda, r)>I_{0}(V)$ for $V<\bar{V}_{c}$ but close (that is, the ion sizes enhance the current) and $I(V ; \lambda, r)<I_{0}(V)$ for $V>\bar{V}_{c}$ but close (that is, the ion sizes reduce the current).
Proof. The proof is simple and we omit it here.
Remark 4.3. For the setting considered in ([38]), it was shown ([38, Lemma 6.2]) that $I_{V}(V ; \lambda, r)>I_{0 V}(V)$ in (i) holds for all $(V, \lambda)$ if $r>0$ is small enough.

Corollary 4.4. For fixed $\left(\lambda_{*}, r_{*}\right)$, let $V_{*}^{c}$ be a potential defined in (4.2). Suppose $I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right) \neq 0$. One has, for $(V, \lambda)$ in a neighborhood of $\left(V_{*}^{c}, \lambda_{*}\right)$,
(i) if $I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right)>0$, then, for $V>V_{*}^{c}, I\left(V ; \lambda, r_{*}\right)$ is increasing in $\lambda$ and, for $V<V_{*}^{c}, I\left(V ; \lambda, r_{*}\right)$ is decreasing in $\lambda$;
(ii) if $I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right)<0$, then, for $V>V_{*}^{c}, I\left(V ; \lambda, r_{*}\right)$ is increasing in $\lambda$ and, for $V<V_{*}^{c}, I\left(V ; \lambda, r_{*}\right)$ is decreasing in $\lambda$.
Proof. We write, some function $p(V, \lambda)$,

$$
I\left(V ; \lambda, r_{*}\right)-I\left(V ; \lambda_{*}, r_{*}\right)=p(V, \lambda)\left(\lambda-\lambda_{*}\right)
$$

Differentiate with respect to $\lambda$ and $V$, and set $\lambda=\lambda_{*}$ to get

$$
I_{\lambda}\left(V ; \lambda_{*}, r_{*}\right)=p\left(V, \lambda_{*}\right), \quad I_{\lambda V}\left(V ; \lambda_{*}, r_{*}\right)=p_{V}\left(V, \lambda_{*}\right)
$$

In particular, $p\left(V_{*}^{c}, \lambda_{*}\right)=0$ and $p_{V}\left(V_{*}^{c}, \lambda_{*}\right) \neq 0$. It follows from the Implicit Function Theory that there is a function $\Gamma(\lambda)$ for $\lambda$ near $\lambda_{*}$ such that $V_{*}^{c}=\Gamma\left(\lambda_{*}\right)$ and $p(\Gamma(\lambda), \lambda)=0$. Therefore, $p(V, \lambda)=q(V, \lambda)(V-\Gamma(\lambda))$ for some function $q(V, \lambda)$, and

$$
q\left(V_{*}^{c}, \lambda_{*}\right)=p_{V}\left(V_{*}^{c}, \lambda_{*}\right)=I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right)
$$

We conclude

$$
I_{\lambda}\left(V ; \lambda_{*}, r_{*}\right)=p\left(V, \lambda_{*}\right)=q\left(V ; \lambda_{*}\right)\left(V-V_{*}^{c}\right)
$$

In particular, $I_{\lambda}\left(V ; \lambda, r_{*}\right)$ and $I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right)\left(V-V_{*}^{c}\right)$ have the same sign for $(V, \lambda)$ in a neighborhood of $\left(V_{*}^{c}, \lambda_{*}\right)$. Both (i) and (ii) then follow immediately.

Remark 4.5. For the setting considered in ([38]), it was shown ([38, Lemma 6.2]) that the condition $I_{\lambda V}(V ; \lambda, r)>0$ in (i) holds for all $(V, \lambda)$ if $r>0$ is small enough.

Given $(\lambda, r)$, to numerically detect the corresponding critical value(s) $V_{c}$, one can simply plot the difference $I(V ; \lambda, r)-I_{0}(V)$ and search for the roots.

Our procedure for a direct numerical detecting of the critical value(s) $V^{c}$ is based on the following analytical result. For fixed $\left(\lambda_{*}, r_{*}\right)$, define

$$
\begin{equation*}
H(V, \lambda)=I\left(V ; \lambda, r_{*}\right)-I\left(V ; \lambda_{*}, r_{*}\right) \tag{4.3}
\end{equation*}
$$

Proposition 4.6. For fixed $(\lambda, r)=\left(\lambda_{*}, r_{*}\right)$, $V_{*}^{c}$ is the value defined in (4.2) if and only if the point $\left(V_{*}^{c}, \lambda_{*}\right)$ is a saddle point of $H(V, \lambda)$ under the condition that $H_{\lambda V}\left(V_{*}^{c}, \lambda_{*}\right)=$ $I_{\lambda V}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right) \neq 0$.

Proof. Note that $H\left(V, \lambda_{*}\right)=0$ for all $V$. Thus, $H_{V}\left(V, \lambda_{*}\right)=H_{V V}\left(V, \lambda_{*}\right)=0$. From the definition of $V_{*}^{c}$, one has $H_{\lambda}\left(V_{*}^{c}, \lambda_{*}\right)=I_{\lambda}\left(V_{*}^{c} ; \lambda_{*}, r_{*}\right)=0$. Therefore, $\left(V_{*}^{c}, \lambda_{*}\right)$ is a critical point of $H(V, \lambda)$. It then follows from

$$
\left(H_{V V} H_{\lambda \lambda}-H_{\lambda V}^{2}\right)\left(V_{*}^{c}, \lambda_{*}\right)=-H_{\lambda V}^{2}\left(V_{*}^{c}, \lambda_{*}\right)<0
$$

that $\left(V_{*}^{c}, \lambda_{*}\right)$ is a saddle point of $H(V, \lambda)$.
Numerically, for fixed $\left(\lambda_{*}, r_{*}\right)$, we can computer $I\left(V ; \lambda, r_{*}\right)$ and hence $H(V, \lambda)$ for any $\lambda$ near $\lambda_{*}$ and apply Proposition 4.6 to estimate $V_{*}^{c}$ from the saddle point of $H(V, \lambda)$. Another approach for detecting $V^{c}$ is to numerically compute the solution(s) $V$ of $I_{\lambda}(V ; \lambda, r)=0$. This will involve a numerical evaluation of the partial derivative and a numerical root finding.

We remark that, for real biological situations, one is interested in only discrete values of $(\lambda, r)$. For the critical potential $V_{c}$, one can take an experimental I-V relation as $I(V ; \lambda, r)$ and numerically (or analytically) compute $I_{0}(V)$ for ideal case that allows one to get an estimate of $V_{c}$. On the other hand, it is not clear to us how to design a procedure of using experimental data to detect the value $V^{c}$.
5. Numerical experiments on problem (3.2)-(3.3): case studies. In this section, we perform numerical simulations to problem (3.2)-(3.3) for different values of $\alpha, \beta$, and $\lambda$ for $Q=0$ and $Q \neq 0$. For simplicity, we will use the following values for the parameters involved in dimensionless PNP-DFT model (3.2)-(3.3):

$$
e=1, k=1, T=1, \varepsilon=0.002, r_{1}=r=0.0001
$$

The choice of the numerical values for $\varepsilon$ and $r$ as well as the boundary concentrations below are not made from physical considerations although they are in a reasonable range for some physical settings of biological problem. As mentioned above, the main purpose of this case studies is to demonstrate the application of our procedure for finding $V_{c}$ and $V^{c}$ directly from numerical I-V relations. As the analysis suggests that the smaller the $r$ value the better the convergence of the fixed point iterations, we test our algorithm with different values of $r$. To reduce the $L_{2}$-error to $10^{-6}$, we need 4 fixed point iterations with $r=0.0001$ and 20 iterations with $r=0.001$ for $Q=0$. For the case that $Q(x)=1$ for $x \in(1 / 3,2 / 3)$ and $Q(x)=0$ otherwise, to obtain the same accuracy, we need 4 fixed point iterations with $r=0.0001$ and 10 iterations with $r=0.001$. (We observe that the number of iterations for the case with nonzero $Q$ is smaller than or equal to that for $Q=0$. It is surprise to us but does not contradict to our theory.) In the sequel, we only report the results with $r=0.0001$.
5.1. Numerical values vs analytical predications for $Q=0$. For $Q=0$, we compare the numerical values $V_{c}$ and $V^{c}$ with those analytical approximations obtained in [38]. We remark that the analytical values of $V_{c}$ and $V^{c}$ in [38] are zeroth order in $\varepsilon$ and first order in $r$ approximations. For $\epsilon>0$ small and $r>0$ small, the numerical values $V_{c}$ and $V^{c}$ should be close to those obtained from the zeroth order approximation given by (2.9).

In our first set of experiments, we compute $V_{c}$ for the following 6 different choices of parameter values:

- Case 1: $\alpha=\beta=1, \lambda=1.885, L=\alpha L_{1}=\beta L_{2}=4$, and $R=\alpha R_{1}=\beta R_{2}=20$;
- Case 2: $\alpha=\beta=1, \lambda=1.382, L=\alpha L_{1}=\beta L_{2}=4$, and $R=\alpha R_{1}=\beta R_{2}=20$;
- Case 3: $\alpha=2 \beta=2, \lambda=1.885, L=\alpha L_{1}=\beta L_{2}=4$, and $R=\alpha R_{1}=\beta R_{2}=20$;
- Case 4: $\alpha=\beta=1, \lambda=1.885, L=\alpha L_{1}=\beta L_{2}=20$, and $R=\alpha R_{1}=\beta R_{2}=4$;
- Case 5: $\alpha=\beta=1, \lambda=1.382, L=\alpha L_{1}=\beta L_{2}=20$, and $R=\alpha R_{1}=\beta R_{2}=4$;
- Case 6: $\alpha=2 \beta=2, \lambda=1.885, L=\alpha L_{1}=\beta L_{2}=20$, and $R=\alpha R_{1}=\beta R_{2}=4$.

The choice of $\lambda=1.885$ in Cases $1,3,4$, and 6 is motivated by the corresponding $\lambda$ values for $\mathrm{Na}^{+} \mathrm{Cl}^{-}$and $\mathrm{Ca}^{2+} \mathrm{Cl}_{2}^{-}$, and $\lambda=1.382$ in Cases 2 and 5 for $\mathrm{K}^{+} \mathrm{Cl}^{-}$.


Fig. 5.1. Plots of $I(V ; \lambda, r)-I_{0}(V)$ and $V_{c}$ for $Q=0$.


Fig. 5.2. Plots of $H(V, \lambda)$ with four values of $\lambda$ and $V^{c}$ for $Q=0$.

For each case, we plot $I(V ; \lambda, r)-I_{0}(V)$ as a function of $V$ and the critical potential $V_{c}$ is the root of the difference. The results are reported in Figure 5.1. The analytical values of
$V_{c}$ from $(2.9)$ are $-1.1921,-0.6232$, and -0.7210 for Cases $1-3$, respectively. The numerical values of $V_{c}$ are $-1.2020,-0.6274$, and -0.7310 , which agree well with the analytical predictions. From the numerical simulations, we observe that $V_{c}$ 's for $L=4<R=20$ (Cases $1-3$ ) and $L=20>R=4$ (Cases 4-6) differ by a sign and the analytical formulas (2.9) for $D_{1}=D_{2}$ verify the observation.

In our second set of experiments, we compute $V^{c}$ for above 6 cases in the first set of experiments. For each case, we fix $\lambda_{*}=\lambda / 2$ and plot $H(V, \lambda)$, defined in (4.3), as a function of $V$ with 4 different $\lambda$ values $(3 / 4 \lambda, \lambda, 5 / 4 \lambda$, and $6 / 4 \lambda)$. The results are in Figure 5.2. The analytical results for zeroth order in $\varepsilon$ and first order in $r$ tell us that the graphs for these 4 different $\lambda$ values should have a common intersection point with $V=V_{c}$. Also, the analytical values of $V^{c}$ are $-3.8861,-3.8861$, and -1.9430 for Cases $1-3$, respectively. From Figure 5.2 , one sees that these graphs almost go through the same point and the numerical values of $V^{c}$ are $-3.92,-3.92$, and -1.96 , which are close to the analytical approximations. Similarly, $V^{c}$ 's for $L<R$ and $L>R$ differ by a sign and the analytical formulas (2.9) for $D_{1}=D_{2}$ verify the observation.
5.2. Numerical values of $V_{c}$ and $V^{c}$ for piecewise constant $Q(x) \neq 0$. In this section, we consider the problem (3.2)-(3.3) with $Q(x)=Q_{0}=1$ on $(1 / 3,2 / 3)$ and $Q(x)=0$ otherwise on $[0,1]$. Due to the jumps of $Q$, the singularly perturbed auxiliary BVP (3.6)(3.7) is much closer to be singular for small $\varepsilon$. Since we are focusing on the numerical examinations of the critical potentials $V_{c}$ and $V^{c}$, we thus take $\varepsilon=0.02$ for this study rather than $\varepsilon=0.002$ as in previous part. Other parameters are the same as the previous section and we will only consider the setting of Case 1.

Applying the strategy described in Section 3.1, we first solve the BVP (3.2)-(3.3) for $V=-0.5960$. The profiles of $\bar{\phi}$ and $\bar{u}$ are shown in Figure 5.3, and those of $c_{1}$ and $c_{2}$ in Figure 5.4. We observe that $\bar{u}$ have corners around $x=1 / 3$ and $x=2 / 3 ; c_{2}-c_{1} \approx Q_{0}=1$ on the interval $(1 / 3,2 / 3)$, where $Q \neq 0$. The presence of the corners of $\bar{u}$ reflects the fact that each transition layer (one at $x=1 / 3$ and the other at $x=2 / 3$ ) consists of two portions (see [18, 44]).

The critical potential $V_{c}$ is determined as we did for $Q=0$ case and the result is shown in Figure 5.5.

For the critical potential $V^{c}$, based on Proposition 4.6, we look for saddle points of $H(V, \lambda)$, whose graph is plotted in Figure 5.6. One clearly sees a saddle point of the surface. The saddle point of this surface will give us the numerical value of $V^{c}$.
6. Conclusion. In this paper, motivated by the analytical work in [38], we perform numerical simulations of the one-dimensional version of PNP-DFT system in a general setting to include nonzero but piecewise-constant permanent charges. It is focused on a numerical test and a generalization of the analytical results in [38]. The relatively simple one-dimensional setting of the PNP-DFT system and the analytical approximation of solutions in [38] helps a great deal in our numerical study of the problem. Two numerical tasks are conducted. The first one is a numerical solution of the boundary value problem that allows is to obtain numerical I-V curves. This is accomplished through a numerical implementation of the analytical strategy introduced in [38] for solving the singular boundary value problem of the integro-differential system. We then conducted the second task to numerically detect two critical potential values $V_{c}$ and $V^{c}$. The analytical formulas for $V_{c}$ and $V^{c}$ in [38] is clearly only valid for the specific simple setting of the problem in [38]. We thus propose an algorithm based on the defining properties of $V_{c}$ and $V^{c}$ and the algorithm allows one to detect these values directly from numerical I-V relations. We also demonstrate the applications of our algorithm in two ways: For the setting in [38] ( $Q=0$ in (3.2)-(3.3)), without using the analytical formulas, the numerical values of $V_{c}$ and $V^{c}$ given by the algorithm agree well with the analytical predictions. For a setting including a nonzero permanent charge in (3.2)-(3.3) for which case no analytic formula for the I-V relation is available now, we still can apply the algorithm and find $V_{c}$ and $V^{c}$ numerically.


Fig. 5.3. Profiles of $\bar{\phi}$ (top) and $\bar{u}$ (bottom) for $Q \neq 0$.


Fig. 5.4. Profiles of $c_{1}$ and $c_{2}$ for $Q \neq 0$.

It is not expected for the formulas for $V_{c}$ and $V^{c}$ in [38] to be applicable directly to realistic settings of biological problems and to general situations. We do believe that the existence of these critical values in general is valid. Needless to say that, for more realistic biological settings involving the three-dimensional geometry of ion channels, all components of excess electrochemical potential, specific choices of dielectric constants and diffusion constants, and biologically meaningful ranges of boundary concentrations, etc., the existence and approximation values of $V_{c}$ and $V^{c}$ demand a great deal of investigations, analytically, numerically, and experimentally. We hope our work can stimulate further studies on this and related characteristic values of ion size effects.
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